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Abstract

This study investigated the time course of phonological encoding during speech production planning. Previous research has shown that conceptual/semantic information precedes syntactic information in the planning of speech production and that syntactic information is available earlier than phonological information. Here, we studied the relative time courses of the two different processes within phonological encoding, i.e. metrical encoding and syllabification. According to one prominent theory of language production, metrical encoding involves the retrieval of the stress pattern of a word, while syllabification is carried out to construct the syllabic structure of a word. However, the relative timing of these two processes is underspecified in the theory. We employed an implicit picture naming task and recorded event-related brain potentials to obtain fine-grained temporal information about metrical encoding and syllabification. Results revealed that both tasks generated effects that fall within the time window of phonological encoding. However, there was no timing difference between the two effects, suggesting that they occur approximately at the same time.
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1. Introduction

The speech production process can be divided into several planning stages, such as conceptual, semantic, syntactic, and phonological encoding [24,25] (see Fig. 1). One central question in psycholinguistic research is the time course of these processes, i.e. which processes precede or follow other processes and how long do the processes approximately take to be completed. Levelt’s theory of speech production makes explicit claims about the time course of these processes based on chronometric evidence (see overview in Refs. [17,27]). For instance, by manipulating stimulus onset asynchronies (SOAs), Schriefers et al. [47] showed that semantically related prime words influenced the naming latencies of target pictures at an earlier point in time than phonologically related prime words (see also Ref. [6]). This led to the conclusion that semantic processing precedes phonological processing during speech production. Van Turennout and colleagues were the first to test these claims with electrophysiological methods [50,51]. Using lateralized readiness potentials (LRPs) they were able to show that the processing of semantic information precedes the processing of phonological information by between 40 and 120 ms [50] when the initial and final phonemes of words with a mean length of 1.5 syllables were considered and that phonological processing follows syntactic processing by about 40 ms [51].

More recently, Schmitt and colleagues used another event-related potential (ERP) component to track the time
course of processing stages during speech production, namely the so-called N200 (see below). Schmitt et al. [44] showed that the peak latency of the N200 effect was 89 ms earlier when the decision process leading to the effect could be made on the basis of semantic information than when it was made on the basis of phonological information (see also Ref. [32]). This result replicated Van Turennout et al.’s [50] earlier LRP findings. Furthermore, Schmitt et al. [46] investigated the time course of conceptual and syntactic encoding during picture naming and found that conceptual information evoked an earlier N200 effect than syntactic information (by 73 ms). Finally, Schmitt et al. [45] estimated the time from semantic to syntactic encoding to be approximately 80 ms. Therefore, electrophysiological measurements have replicated earlier reaction time (RT) studies and extended those by providing fine-grained estimates of the temporal relationships between the processes involved in speech production. So far, we know that conceptual/semantic processing precedes syntactic processing, which precedes phonological processing during tacit picture naming.

In this study, we try to track the time course of more specific processes within the phonological encoding module. Phonological encoding comprises a set of individual cognitive retrieval and encoding processes, which are involved in word form encoding during speech production. In Levelt’s model, the most explicit model of phonological encoding to date, word form retrieval is divided into metrical spell-out and segmental spell-out (see Fig. 2). During segmental spell-out, the individual phonemes of a word and their ordering are retrieved. The number of syllables and the location of lexical stress form part of the information being retrieved during metrical spell-out, at least for words with irregular stress [27]. The stress pattern for regular words is presumably computed by means of a default rule (see also Ref. [34]; for a different perspective, see Ref. [41]). In a process called segment-to-frame association, segmental and metrical information is com-
bined into a phonological word. During phonological word formation the previously retrieved segments are syllabified according to universal and language-specific syllabification rules (see Refs. [43,52] for overviews). The resulting phonological syllables are used to activate phonetic syllables in a so-called mental syllabary [28]. These phonetic syllables are sufficiently specified to control articulatory-motor movements necessary for articulation.

From Wheeldon and Levelt’s [53] and Meyer’s [29,30] work, we can assume that the segments and syllables of a word are encoded one-by-one in a rightward incremental fashion. Using a preparation paradigm, Meyer [29,30] had participants produce target words in response to a prompt word and found that RTs were faster when the beginning of the target words could be planned in advance. This preparation effect varied with the length of the string that could be planned: the longer the string that could be prepared the faster the RTs. However, there was no preparation effect when participants could only prepare the final part of the target words, suggesting that phonological words be planned from beginning to end.

Wheeldon and Levelt [53] provided additional evidence for the incremental nature of phonological encoding. In one experiment, they had bilingual participants generate internally Dutch translations to English prompt words. However, participants did not overtly produce the Dutch words but self-monitored them internally for previously specified segments. For example, participants would hear the English prompt word *hitch hiker* and were required to press a button if the Dutch translation (*lifter*) contained the phoneme /t/. Thus, in the case of *hitch hiker* (*lifter*), participants would press the button, but in the case of *cream cheese* (*roomkaas*) they would not. Results showed that button press latencies were dependent on the position of the pre-specified target segment in the translation word. Participants were faster to decide that the Dutch translation word contained a /t/ when the English word was *garden wall* (*tuinmuur*) than when it was *hitch hiker* (*lifter*) or *napkin* (*servet*). The earlier the target segment occurred in the Dutch word, the shorter the decision latencies. Wheeldon and Levelt [53] interpreted their data to support the claim of rightward incremental phonological encoding. Phonological encoding is a strictly serial process that runs from the beginning to the end of words. The effect was located at the phonological word level, i.e. when segments and metrical frames are combined. Furthermore, these authors observed a significant increase in monitoring times when two segments were separated by a syllable boundary. Wheeldon and Levelt [53] suggested that the monitoring difference between the target segments at the syllable boundary (e.g., *fiet-ser* vs. *lif-ter*) might be due to the existence of a marked syllable boundary or a syllabification process that slows down the encoding of the second syllable.

Syllables are chunks of segments forming minimal articulatory units [5,12]. Ferrand and colleagues claimed

![Fig. 2. A model of phonological encoding in speech production (after Levelt and Wheeldon [28]). The individual processing components are again displayed in rectangles, while the circle symbolizes a long-term memory component. The overt speech is indicated by the schematized acoustic waveform.](image)
that syllables are functional units of the output phonology in French and English [10,11]. One important feature of Levelt’s model of phonological encoding is that syllables are not specified in the lexicon but instead generated ‘on the fly’ during segment-to-frame association [26,28,33] (but see Refs. [7,8] for a different view). Therefore, there should be no syllable priming in speech production since no stored phonological sequence can be pre-activated. Cross-linguistic evidence from several languages—including French and English—showed that this is in fact the case: syllables cannot be primed in speech production [37–40]. However, recent work by Cholin and colleagues using the preparation paradigm showed that syllables could be prepared, as predicted by Levelt’s theory [4].

In a more recent study, Schiller et al. [42] investigated the time course of metrical encoding, i.e. stress. In a first experiment, participants were presented with pictures that had initial or final stress (KAno ‘canoe’ vs. kaNOn ‘cannon’; capital letters indicate stressed syllables). Picture names were bisyllabic and matched for frequency and object recognition latencies. A picture naming experiment revealed that the pictures with final stress were named marginally faster than picture names with initial stress. More interestingly, however, in a monitoring experiment the reversed pattern emerged: using an implicit picture-naming task, participants were asked to judge the stress position of the picture names. Participants saw the same pictures as in the naming experiment on a computer screen and decided for each picture whether its name had initial or final stress without overtly naming the pictures. Results showed significantly faster decision times for initially stressed targets than for targets with final stress. This effect was replicated with trisyllabic picture names (faster RTs for penultimate stress than for ultimate stress). These results reflect the incremental nature of the metrical encoding process, i.e. stress is also encoded from the beginning to the end of words. In a related study, Jansma and Schiller [18] investigated the monitoring of segments and found that the same phoneme /n/ in the same absolute position in a word is monitored significantly faster when it occurs before a syllable boundary (as in kan-seI than when it occurs after a syllable boundary (as in ka-no), supporting Wheeldon and Levelt’s [53] claim that inserting a syllable boundary takes time (see above).

Here, we investigate the time course of metrical encoding and syllabification with ERPs. According to Levelt’s model [27], metrical information has to be retrieved (or computed) before segment-to-frame association, i.e. the level at which a word is syllabified (see Fig. 2). A series of time-course studies (see Refs. [17,25] for reviews) indicated that phonological encoding takes place in a time window between 275 and 450 ms after picture onset. We, therefore, expect any metrical and syllabic effect for tacit picture name encoding in this simple go/nogo task to occur in this time window. And, more specifically, if participants have access to metrical information at an early level of metrical retrieval, peak latencies of the N200 related to metrical encoding should occur earlier than peak latencies of the N200 related to syllabification. However, there is also another possibility. If participants are only able to have access to phonological information like stress at the phonological word level (after segment-to-frame association), then the effects in the ERP should be visible later, i.e. after phonological encoding has taken place; that is, more than 450 ms after picture onset. In that case, we would be tapping internal self-monitoring of the phonological word and ERP effects related to metrical retrieval may either precede ERP effects related to syllabification or the two effects may occur at the same time. If, however, our experiment picks up both processes, i.e. the picture naming process and the self-monitoring process, we should be able to see early (between 275 and 450 ms) and late effects (after 450 ms).

1.1. The N200

The N200 is a negative-going deflection of the ERP waveform. When a participant in a go/nogo paradigm is asked to respond to one class of stimuli (go trials), e.g. by pressing a button, and not to respond to another class of stimuli (nogo trials), the ERP on nogo trials is characterized by a large negativity (1–4 μV) compared to go trials between 100 and 300 ms after stimulus onset (N200). The N200 effect is especially marked over fronto-central electrode sides [13,21,31,36,48,49]. It has been suggested that the magnitude of the N200 effect is a function of the neural activity required for response inhibition [19,35].

The presence of an N200 can be used as an indicator that the information necessary to determine whether or not to respond must have been available. One can manipulate the information on which a go/nogo decision is based and use the peak latency of the N200 effect (difference between go and nogo ERPs) as an upper estimate of when in time the specific information must have been encoded. In the present study, participants were to make a binary decision, i.e. classify picture names according to their lexical stress (does the target have initial or final stress?) or the syllabic affiliation of their first post-vocalic consonant (does this consonant belong to the first or second syllable?).

1.2. The experimental paradigm

We measured the N200 in a go/nogo paradigm to determine the time course of phonological encoding. More specifically, we looked at whether metrical encoding precedes syllabification as predicted by the general architecture of the model of Levelt et al. [27] or whether the encoding of stress coincides with the encoding of syllable boundaries. Note that one alternative model of phonological encoding [7,8] assumes that the syllable structure of a
word is stored in the lexicon, but Dell’s model is silent about metrical encoding. Therefore, it is difficult to state a precise hypothesis about metrical encoding based on Dell’s model.

The experiment was carried out in Dutch. Participants were required to name internally a set of pictures and then carry out a binary decision task, i.e. classifying the picture names with respect to their metrical or their syllabification properties. The metrical task involved a decision about the location of the lexical stress of the target word. In the Dutch lexicon, lexical stress is not fixed—in principle, it can fall on every syllable with a full vowel (i.e. not a schwa). The Dutch stress system is a mixture of a Germanic initial stress pattern, a French final stress pattern, and a Latin penultimate stress pattern [3]. However, there is a strong bias towards initial stress in Dutch. More than 90% of the word form tokens have stress on the first syllable containing a full vowel [26]. In our experiment, participants were required to decide whether a bisyllabic picture name had initial (e.g., LEpel ‘spoon’) or final stress (e.g., liBEL ‘dragonfly’) (see Fig. 3). Note that information about the location of lexical stress is not reliably represented in the orthographic form of words in Dutch. Participants need to generate the phonological output form of the target in order to be able to make the correct decision. The syllabification decision also involved generation of the phonological code of the target. The participants’ task was to decide whether the first post-vocalic consonant belonged to the first (e.g., kaNs.el ‘pulpit’) or second syllable (e.g., ka.No ‘canoe’; syllable boundaries are indicated by dots and pivotal consonants are in upper case) of the target (see Fig. 3). To be able to make this decision, participants have to access the syllabification of the target word. According to Levelt’s model, this information becomes available at the phonological word level, i.e. when segmental and metrical information is combined yielding a phonological word (see above).

The logic of the paradigm with regard to the N200 is as follows. In the metrical condition, the key press is contingent on metrical information while in the syllabification condition, the response is contingent on information about the syllable affiliation of a particular consonant. The timing of the N200 effect (i.e. the difference between go and nogo responses) provides an upper limit of the moment in time when the respective information must be available for determining whether or not to respond. According to Levelt’s model of phonological encoding [25,27], metrical information is available before information about the syllabification or both types of information are available at the same time. Therefore, the information to inhibit a metrical response should never be available later than the syllabification response. We would expect to see a potential difference in availability in an earlier N200 when the go/nogo decision is based on metrical information than when it is based on syllabic information. If, however, both types of information become available at the same time, then we would expect to find no difference in the timing of their associated N200.

A potential concern about the go/nogo task used here to probe speech production processes is that during the recording session participants merely responded to the pictures with a key press instead of naming the pictures aloud. But, as the key press responses are contingent on phonological information of the target picture name, they

Fig. 3. Examples of the four conditions in the experiment. The spoon on the left has initial stress in Dutch (lepel), while dragonfly has final stress in Dutch (libel). Similarly, the first post-vocalic consonant in pulpit belongs to the first syllable in Dutch (kansel), while it is in the first syllable in canoe in Dutch (kano).
must necessarily probe the availability of these two kinds of information. In order to have this information available, the subjects have to silently generate the name. We now assume that the silent or tacit generation of a name is similar to that of overt production.

2. Materials and method

2.1. Participants

Twenty-seven native speakers of Dutch took part in the experiment. All participants but one were right handed. All had normal or corrected-to-normal vision. Participants were paid for their participation in the experiment. They were informed that they would take part in an ERP study on picture naming and gave written consent.

2.2. Materials

A set of 96 simple white-on-black line drawings was used as target pictures. All items corresponded to monomorphemic, bisyllabic Dutch nouns. They were taken from the picture database at the Max Planck Institute for Psycholinguistics in Nijmegen. The two factors being manipulated in the experiment, i.e. stress and syllable affiliation, were completely crossed, resulting in four categories of picture names: (1) picture names with initial stress and initial syllable affiliation (e.g., kan.sel ‘pulpit’), (2) picture names with initial stress and second syllable affiliation (e.g., ka.no ‘canoe’), (3) picture names with final stress and initial syllable affiliation (e.g., kal.koen ‘turkey’), and (4) picture names with final stress and second syllable affiliation (e.g., ka.non ‘cannon’) (see Appendix A for the whole list of items). All items were between four and seven segments (phonemes) long and the item categories had a mean frequency of occurrence between 15 and 32 per million as determined by CELEX (see Ref. [1]), i.e. all item categories were of moderate frequency (for details, see Table 1).1

2.3. Design

Each participant received four different instruction sets, i.e. conditions, altogether. In two instruction sets, the key press response (go/nogo) was contingent on metrical information; in the other two sets, the response was contingent on the syllabic information. Each picture was presented four times to each participant, i.e. once per condition. The order of conditions was counter-balanced across participants.

2.4. Procedure

Participants were tested individually while seated in a soundproof chamber in front of a computer screen. They were first familiarized with the pictures during a learning block. In a learning block, each picture appeared on the screen as a white-on-black line drawing with the designated name added below the picture. Participants were asked to use the designated name for each picture in the experiment. The learning block was followed by a practice block, during which each picture was presented once in the center of the screen preceded by a fixation point. Participants’ task was to name the picture as quickly and as accurately as possible using the designated picture name. This procedure assured that each participant knew and used the designated names of the pictures during the experiment.

During the experiment proper, participants did not name the pictures aloud. Rather, they were asked to carry out a go/nogo task. Metrical and syllabic decision tasks were blocked. In the metrical decision, participants were asked in each experimental trial to press a key on a keyboard when the picture name had initial stress (e.g., LEpel ‘spoon’). In case the picture name had final stress (e.g., liBEL ‘dragonfly’), they were required to withhold the key press. In a second block, instructions were switched and the same pictures were shown again in order to get a response for every item (once as a go and once as a nogo response item). The metrical decision was run to obtain temporal information about metrical encoding. Alternatively, participants were asked to press the key when the first post-vocalic consonant belonged to the first syllable (e.g., kaNs.el ‘pulpit’) and withhold the key press if the pivotal consonant belonged to the second syllable (e.g., ka.No

---

1As mentioned above, reduced vowels (i.e., schwas) cannot bear stress in Dutch. We would like to note that for initial stress targets there is a high but far from perfect correlation with reduced vowels in the second syllable. Therefore, a strategy of searching for reduced vowels in the target picture names to determine the stress location would not be very efficient.

---

Table 1

<table>
<thead>
<tr>
<th>Stress location</th>
<th>CV structure of the first syllable</th>
<th>Example</th>
<th>Mean CELEX frequency (per one million words)</th>
<th>Mean length in segments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>CV</td>
<td>kano</td>
<td>31.1</td>
<td>5.1</td>
</tr>
<tr>
<td>Initial</td>
<td>CVC</td>
<td>kansel</td>
<td>19.5</td>
<td>6.2</td>
</tr>
<tr>
<td>Final</td>
<td>CV</td>
<td>kanon</td>
<td>19.0</td>
<td>5.0</td>
</tr>
<tr>
<td>Final</td>
<td>CVC</td>
<td>kal.koen</td>
<td>15.6</td>
<td>6.2</td>
</tr>
</tbody>
</table>

Note. The mean CELEX frequency for the CV items with initial stress (31.1 per one million words) is slightly higher than for the other three categories because one item, i.e. tafel ‘table’, has a frequency of 247.4 per one million words, by far the highest frequency of all items. Discarding the item tafel, this category has a mean frequency of 21.7.
There were four different instructions, i.e. each participant performed four different tasks, one per experimental condition. Each condition began with eight practice trials (two pictures from each metrical/syllabic category), followed by 96 experimental trials. Each condition was blocked. Before the beginning of a new block, there was a short break. The sequence of pictures was randomized in every block and for every participant. Each experimental block lasted about 10 min. The entire experiment (including the placement of the electro cap and the learning/practicing of the picture names) lasted about 2 h.

A trial began with the presentation of a fixation cross (size 14 pt.) in the middle of a computer screen for 500 ms, followed after 300 ms by the picture. Pictures were of approximately equal size. They all fitted into a 7×7 cm square. As soon as possible after the picture appeared on the screen participants were required to give their response. RTs were registered automatically. The picture disappeared from the screen when participants responded or after 2000 ms. The following trial began after an inter-trial interval of 1000 ms.

Participants were instructed to rest their arms and hands on the elbow rest of the armchair and put the index finger of their right hand on the right shift key of a keyboard in front of them. In go trials, participants were expected to respond by pressing the key as fast as possible. Participants were instructed not to speak, blink, or move their eyes while a picture was on the screen.

2.5. Apparatus and recordings

Key-press responses were measured from picture onset with a time-out limit of 2000 ms. Time-outs and wrong responses were considered as errors and excluded from the analyses. The electroencephalogram (EEG) was recorded from 29 scalp sites using tin electrodes mounted on an electro cap with reference electrodes placed at both mastoids. The EEG signal was collected using the left mastoid as an on-line reference and it was re-referenced off-line to the mean of the activity at the two mastoids. Bipolar electrodes placed on the right and left lower orbital ridge monitored eye blinks and vertical eye movements. A bipolar montage using two electrodes placed on the right and left external canthus monitored lateral eye movements. Eye movements were recorded for later off-line rejection of trials including eye movements. Electrode impedance was kept below 5 kΩ for the EEG and eye movement recordings.

Signals were amplified with a band pass filter from 0 to 50 Hz and digitized at 250 Hz. Averages were obtained for 1000 ms (~100 to +900 ms) epochs including a 100 ms pre-stimulus baseline. Correct response trials were visually inspected, and trials contaminated by eye movements within the critical time window were rejected and excluded from averaging. On average, 16.4% of the trials in the metrical condition and 11.5% of the trials in the syllabic condition were excluded from further analysis (including ERP artifacts and incorrect responses). The N200 was calculated for all electrode sites. For the N200 ERP peak analysis only frontal midline electrode sites were investigated, as for these sites the N200 effect is generally largest.

2.6. Pretest

2.6.1. Task difficulty

Furthermore, it is important to show that the two tasks employed in this study are approximately equally difficult to perform. If the metrical decision and the syllable affiliation decision were different with respect to task difficulty, any time-course differences between the two tasks would be difficult to interpret. Therefore, we ran a behavioral pretest in which 20 different participants decided for 80 pictures3 (20 from each of the experimental conditions) with a right/left decision where the main stress of a picture name was. In another block, the same participants were required to make a syllable affiliation decision. Correct responses were averaged for both conditions. The mean RT for the metrical decision was 1184 ms and for the syllabic decision it was 1198 ms. The difference did not yield significance ($t(19) < 1$, $t(79) = 2.06$, $P > 0.05$). The error analysis yielded similar results. This showed that the metrical and the syllable affiliation task were approximately equally difficult to perform.

\[^{3}\text{Wheeldon and Levelt [53] found approximately the same difference in monitoring latencies between the first and the second consonant of a bisyllabic word (55 ms) as between the second and the third consonant (56 ms). However, in the former case there was an intervening vowel between C1 and C2, whereas in the latter case there was no vowel, but a syllable boundary in between. Wheeldon and Levelt [53] explained this constant effect by proposing two different processes: a) intervening segments, i.e. the vowel between C1 and C2, and b) syllable boundaries, i.e. the boundary between C2 and C3. However, the fact that C3 also occurs at a later position in the word than C2 is confounded with the syllable boundary position.}\]

\[^{1}\text{Initially, we used 80 pictures, to which 16 (equally distributed over the experimental conditions) were added in the main experiment to increase the signal-to-noise ratio in the ERP measurements. Since we replicate the result from the pre-test in the key-press RTs recorded in the main experiment, we can be confident that adding the 16 pictures to the original set of 80 pictures did not alter the difficulty balance.}\]
3. Results

3.1. Key-press RTs

Nine participants were excluded due to extremely high error rates (>35%) and two additional participants had to be excluded due to excessive eye blinking. Wrong key presses and time-outs were counted as errors (16.8%) and discarded from the RT analysis. Furthermore, for the RTs only latencies above 350 ms and below 1500 ms were taken into account. The mean RTs were 1122 ms (S.D. 105) for the metrical decision and 1080 ms (S.D. 109) for the syllable affiliation decision. This difference was only significant by items, but not by participants \((t_{15}) = 1.86,\) n.s.; \(t_{95} = 3.56, P<0.01\). These RTs might seem relatively long, but other language-related N200 studies have obtained similar RTs for go-responses [44–46]. Therefore, we can conclude that there was no difference between the two conditions in the current experiment, and this result replicates the outcome of the pretest on task difficulty (see above).

3.2. N200 analysis

The N200 analysis is based on the assumption that increased negativity for nogo trials relative to go trials reflects the moment in time by which the relevant information necessary to withhold a key-press response must have been encoded. The time it takes to encode the relevant information might, therefore, be seen in the peak latencies and the peak amplitudes of the N200 effects.

First of all, we looked at whether or not the two main conditions (i.e. metrical vs. syllabic) showed a difference. As can be seen in the left column of Fig. 4, the two grand average ERP waveforms for 16 participants at midline sites (Fz, FCz, and Cz) lie almost exactly on top of each other1. n.s.; \(t_{95} = 3.56, P<0.01\). These RTs might seem relatively long, but other language-related N200 studies have obtained similar RTs for go-responses [44–46]. Therefore, we can conclude that there was no difference between the two curves at any time. This means that there was no task effect in the data, which is what we expected since the same items were used and task difficulty turned out to be the same as shown in the pretest.

Our main interest in this study was whether the latency characteristics of the N200 differ for the two contingency conditions (i.e. metrical vs. syllabic) showed a difference. As can be seen in the left column of Fig. 4, the two grand average ERP waveforms for 16 participants at midline sites (Fz, FCz, and Cz) lie almost exactly on top of each other1. n.s.; \(t_{95} = 3.56, P<0.01\). These RTs might seem relatively long, but other language-related N200 studies have obtained similar RTs for go-responses [44–46]. Therefore, we can conclude that there was no difference between the two curves at any time. This means that there was no task effect in the data, which is what we expected since the same items were used and task difficulty turned out to be the same as shown in the pretest.

Our main interest in this study was whether the latency characteristics of the N200 differ for the two contingency

---

Fig. 4. Grand average ERPs for metrical and syllabic conditions collapsed across go and nogo trials (left column) and for go and nogo trials for metrical (middle column) and syllabic (right column) conditions. The ERPs were time-locked to picture onset. Both conditions are associated with two early and one late effect. Displayed are data from 16 participants (96 trials per participant per condition minus rejected trials) over three midline electrode sites. Negative voltage is plotted up.
conditions (i.e. key-press responses based on stress position vs. key-press responses based on syllable affiliation). Fig. 4 (middle and right column) shows grand average ERPs for both conditions, again for 16 participants at midline sites (Fz, FCz, and Cz). Both response contingency conditions show two early effects (see two leftmost arrows). With respect to the first early effect, go trials were more negative than nogo trials in the metrical condition (a ‘reversed N200’), whereas in the syllabic condition the pattern was reversed, i.e. nogo trials were more negative than go trials (a ‘classical N200’). In contrast, the morphology of the second early effect is such that in the metrical condition, nogo trials were more negative than go trials, but the reversed pattern was observed in the syllabic condition, i.e. go trials were more negative than nogo trials (again a ‘reversed N200’). Furthermore, there are late effects in each condition, but these effects occur much later than the N200 complex (see two rightmost arrows). Therefore, we will describe those effects separately from the two early effects. As can be seen in Fig. 4, the morphology of the two early effects looks very similar for the metrical and the syllabic condition, except for the switch in polarity. Fig. 5 shows the difference waves at frontal sites (top panel) and the corresponding topographic distribution of the difference wave in the time window for the second early effect. As can be seen, the nogo–go effect showed a reversal in polarity (negative for metrical and positive for syllabic conditions). The scalp distribution of the effect is similar in both conditions, showing a left frontal maximum.

The statistical comparison of the ERP difference waveforms (‘nogo minus go’) for both conditions at three midline electrodes (Fz, FCz, and Cz) supported the above description of the results based on visual inspection of the waveforms. For each participant, peak latencies and peak amplitudes (voltage value at the peak) of the two ERP components were measured between 200 and 400 ms at each of the three electrode sites for correct trials (96 trials minus errors). For the peak latencies as well as peak amplitudes, ANOVAs were carried out with Condition (metrical and syllabic) and Electrode Site (Fz, FCz, and Cz) as factors.

### 3.2.1. Peak latency of the first early component

When the go/nogo decision was contingent on metrical information, the mean peak latency of the early positive component was 255 ms (S.D. 30). In contrast, when the go/nogo decision was contingent on syllabic information, the mean peak latency of the early negative component was 269 ms (S.D. 27). The mean latency difference (across the three electrode sites) of the first early effects was 14 ms. With respect to the first early components, the main effect of peak latency was not significant for Condition ($F_{(1,15)} = 1.80$, n.s.) or for Electrode Site ($F_{(2,14)} = 1.21$, n.s.). Their interaction was not significant either ($F_{(2,14)} < 1$).

### 3.2.2. Peak amplitudes of the first early component

Turning now to the mean peak amplitude analysis, the picture looks slightly different. Here, the main effect was significant for Condition ($F_{(1,15)} = 27.17$, $P < 0.001$) but not for Electrode Site ($F_{(2,14)} = 1.22$, n.s.). The interaction between Condition and Electrode Site reached significance ($F_{(2,14)} = 4.19$, $P < 0.05$), reflecting the fact that FCz was more positive than Fz in the metrical condition, whereas the pattern was reversed in the syllabic condition. When the go/nogo decision was contingent on metrical infor-
mation, the peak amplitude of the early positive component was 1.24 μV (S.D. 1.13). In contrast, when the go/nogo decision was contingent on syllabic information, the mean peak amplitude of the early negative component was −1.02 μV (S.D. 1.31). The mean amplitude difference (across the three electrode sites) of the first early effects was 2.26 μV.

3.2.3. Peak latency of the second early component

The second early component shows a similar pattern. The peak latency of the early negative component was 335 ms (S.D. 55) when the go/nogo decision was contingent on metrical information. However, when it was contingent on syllabic information, the peak latency of the early positive component was 329 ms (S.D. 23). The mean latency difference (across the three electrode sites) of the second early effects was merely 6 ms. The main effect of peak latency was not significant either (F(1,15)<1) or for Electrode Site (F(2,14)<1), and their interaction was not significant either (F(2,14)=1.02, n.s.).

3.2.4. Peak amplitude for the second early component

The main effect of peak amplitude was significant for Condition (F(1,15)=27.05, P<0.001), but not for Electrode Site (F(2,14)<1). The interaction between the two factors was not significant either (F(2,14)=2.01, n.s.). When the go/nogo decision was contingent on metrical information, the peak amplitude of the early negative component was −0.92 μV (S.D. 1.11). In contrast, when the go/nogo decision was contingent on syllabic information, the mean peak amplitude of the early positive component was 0.86 μV (S.D. 0.87). The mean amplitude difference (across the three electrode sites) of the second early effects was 1.78 μV.

3.2.5. Late effect analysis

With respect to the later effects, we carried out serial t-test analyses at sites Fz, FPz, and Cz in the time window 400–800 ms after picture onset. We observed significant divergence of the difference waves from zero baseline (t>1.64; P<0.05) for the syllabic condition in two time windows, namely between 450 and 480 ms after trial onset at all three sites and between 690 and 710 ms after trial onset (for Cz even between 620 and 710 ms after trial onset). For the metrical condition, there is only one late effect, namely between 610 and 640 ms after picture onset (for Fz and FPz between 580 and 640 ms after picture onset).

4. Discussion

By applying high-temporal resolution ERP to tacit picture naming in a simple go/nogo N200 paradigm, we observed clear time course information of metrical and syllabic encoding. In the metric=go condition, the ERP waves of go and nogo responses diverge from each other in the time window of 250 to 350 ms, especially at frontal sites. The same holds for the syllabic=go condition. We were thus able to estimate for the first time on-line processing of metrical and syllabic encoding during tacit picture naming. The data also showed that there seems to be no difference between the metrical and the syllabic condition in terms of peak latency, i.e. in terms of information availability. The observed ERP effects within the 250–350 ms time windows can thus be interpreted as showing parallel processing of metrical and syllabic encoding.

Furthermore, we observed significant mean amplitude differences (switch in polarity of the N200 effects) within each condition in the 250–350 ms time window. This N200 amplitude pattern is reversed between metrical and syllabic conditions, a finding we did not expect. In the metrical condition (button press contingent on metrical information), the waveform for go-trials is more negative than the waveform for nogo-trials between 250 and 300 ms after picture onset (‘reversed N200’). This is the first early effect. The second early effect in the metrical condition (between 300 and 350 ms after picture onset) is such that nogo-waves are more negative than go-waves. In the syllabic condition (button press contingent on syllabic information), nogo-waves are more negative than go-waves between 250 and 300 ms after picture onset. Between 300 and 350 ms, the waveform for go-trials is more negative than the waveform for nogo-trials (again, a ‘reversed N200’). Although these effects are small, serial t-tests showed that they are statistically robust and the peak amplitude statistics revealed significant differences between the metrical and the syllabic condition.

We can only speculate here on the nature of this switch of polarity. Positive N200 effects have been reported in the literature before. In single cell recording in monkeys the surface negative N200 is usually positive in subcortical structures, indicating polarity switches based on differences of measurement methods and locations [13]. Furthermore, in humans, surface positive N200 have been reported for go/nogo tasks in earlier research (e.g., Ref. [20]). Kiefer et al. [20] suggested that overlap of the N200 complex with the P300 component was responsible for their N200 becoming positive in polarity. The P300 is often related to task difficulty; the more difficult a task is to perform for the participants, the larger the amplitude of the P300, and consequently the more positive the whole signal. Our data, however, do not display a clear P300 at all, and, as tested in the pretest, the tasks are comparable in terms of difficulty, so this account is difficult to apply to the current data set. Most importantly, for the purpose of interpretation of the N200 as being related to response inhibition (and information availability), the authors of Ref. [20] interpreted their positive N200 in the same way as the negative N200.

Sensitivity of the N200 amplitudes to task difficulties
has been reported in monkeys [13] as well as for humans in priming tasks [22]. It has also been related to false alarm rates [9]. But, again, based on our pretest data, we cannot explain the amplitude shift in this way since we did not observe differences in task difficulties or error proportions. Others showed that polarity changes or switches detected on the surface might be related to the involvement of a different set of underlying neural generators. This has been suggested, for example, for the mismatch negativity (MMN) polarity reversals [2], as well as for P200 polarity reversals related to face recognition [14]. It remains an open question whether or not the same holds for the nogo–go N200 in humans. The topography of the positive and negative N200 effect in our study (see Fig. 5) implies that we are dealing with similar neural structures that are responsible for the observed activation. However, the limited spatial resolution of our data does not allow for detailed dipole localization. As far as we are aware, no one has yet compared positive and negative N200 and their potential difference in underlying neural structures and functions in a systematic way. This issue clearly merits further research. Most important for the present study, however, is that we take the observed difference between go and nogo conditions and its maximum as an upper limit of information availability for metrical and syllabic encoding regardless of the polarity switch. 

In sum, based on the early-observed ERP effects we estimated the time course of information availability for metrical and syntactic encoding to take place in the time window of 250–350 ms after picture onset. The peak latency analysis did not show a difference between the two conditions. Based on these data we conclude, therefore, that both processes occur more or less at the same time—at least our ERP measures (based on peak latency analysis of the nogo–go difference waves) could not differentiate between the two components. Interestingly, the time window between 250 and 350 ms falls exactly within the time window that Indefrey and Levelt [16,17] propose for lexical phonological code retrieval and phonological encoding in speech production. These authors assume that lexical selection (all processes included in the upper gray box in Fig. 1) is accomplished within 275 ms from picture onset. Phonological form encoding is estimated to take place between 275 and 400 ms after picture onset [16]. This includes phonological code retrieval and syllabification, and it fits our results here. Therefore, we would like to suggest that the two early effects we observed in both conditions reflect production components proper, one for metrical encoding, and one for syllabic encoding.

The later effects were not expected, and they occur relatively late to be part of proper speech production components. Especially, they are too late to reflect phonological encoding, because that should be finished around 400 ms after picture onset [16]. Because the effects are statistically sound, we would like to propose an interpretation here. Let us first have a look at the metrical condition. Here, there is one clear effect between 610 and 640 ms after picture onset (as indicated by serial t-tests; \( P < 0.05 \), at all three target frontal sites). We would like to cautiously suggest that internal self-monitoring caused this effect. Before participants can decide whether or not to press the button in the metrical condition, they must first generate the target picture name and then self-monitor the stress pattern of the target. Wheeldon and Levelt [53] argued that phonological information is not directly available to the speaker, but rather after phonological word formation only, i.e. when a fully prosodified phonological representation of a word is generated. It is assumed that speakers build a phonological word and then put it into an articulatory buffer [15,24] so that they can monitor it for certain (phonological) information, such as stress position or syllable boundaries. It is possible that this late ERP component we observed in the metrical condition reflects the self-monitoring process for stress position. Note that we have behavioral evidence [42] demonstrating that the monitoring of metrical information such as stress is possible.

Turning to the syllabic condition, there is also a late component that serial t-tests revealed to be significant \(( P < 0.05 )\) between 690 and 710 ms after picture onset (at all three frontal target sites), i.e. a bit later than in the metrical condition. We would like to speculate that this also reflects a self-monitoring component, i.e. monitoring where the syllable boundary in a particular word is. Again, we have behavioral data [18] showing that speakers are able to self-monitor syllable boundaries at the phonological word level. However, there is another relatively late effect in the syllabic condition, occurring between 450 and 480 ms (as revealed by serial t-tests; \( P < 0.05 \)). So far, we do not have a clear interpretation as to the nature of this effect. Its timing is also too late to belong to phonological encoding proper, but probably it is too early to be considered as a reflection of internal monitoring.

In summary, we used a specific ERP component to investigate the relative time course of two different processes within phonological encoding in language production. Specifically, we employed the N200 effect (related to response inhibition) to investigate on-line picture naming. Brain waves did not show a difference of peak latencies for two relatively early effects, which were detected in the signals. However, peak amplitudes were significantly different for both effects, probably due to a change in polarity. Although our data do not show any differences with respect to the relative time course of syllabic and metrical processing, both early effects fall exactly within the time window identified in the literature for phonological encoding on the basis of independent data. Furthermore, there were two late effects in the data, one in the metrical and one in the syllabic condition, which we speculated to be related to internal self-monitoring before response execution. However, the monitoring aspect and the reversal in polarity merit further research.
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Appendix A

<table>
<thead>
<tr>
<th>Targets with initial stress</th>
<th>Targets with final stress</th>
</tr>
</thead>
<tbody>
<tr>
<td>CV</td>
<td>CVC</td>
</tr>
<tr>
<td>bezem</td>
<td>‘broom’</td>
</tr>
<tr>
<td>boter</td>
<td>‘butter’</td>
</tr>
<tr>
<td>hamer</td>
<td>‘hammer’</td>
</tr>
<tr>
<td>jagter</td>
<td>‘hunter’</td>
</tr>
<tr>
<td>kabel</td>
<td>‘cable’</td>
</tr>
<tr>
<td>kano</td>
<td>‘canoe’</td>
</tr>
<tr>
<td>kogel</td>
<td>‘bowling pin’</td>
</tr>
<tr>
<td>kretel</td>
<td>‘kettle’</td>
</tr>
<tr>
<td>koning</td>
<td>‘king’</td>
</tr>
<tr>
<td>lepel</td>
<td>‘spoon’</td>
</tr>
<tr>
<td>molen</td>
<td>‘wind mill’</td>
</tr>
<tr>
<td>motor</td>
<td>‘motor bike’</td>
</tr>
<tr>
<td>nagel</td>
<td>‘finger nail’</td>
</tr>
<tr>
<td>navel</td>
<td>‘navel’</td>
</tr>
<tr>
<td>ratel</td>
<td>‘rattle’</td>
</tr>
<tr>
<td>robot</td>
<td>‘robot’</td>
</tr>
<tr>
<td>sleutel</td>
<td>‘key’</td>
</tr>
<tr>
<td>spijker</td>
<td>‘nail’</td>
</tr>
<tr>
<td>tafel</td>
<td>‘table’</td>
</tr>
<tr>
<td>tigator</td>
<td>‘tiger’</td>
</tr>
<tr>
<td>toren</td>
<td>‘tower’</td>
</tr>
<tr>
<td>vlieger</td>
<td>‘kite’</td>
</tr>
<tr>
<td>vogel</td>
<td>‘bird’</td>
</tr>
<tr>
<td>zebra</td>
<td>‘zebra’</td>
</tr>
</tbody>
</table>
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